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#### Abstract

We consider the problem of finding a geodesic disc $D$ of smallest radius containing at least $k$ points among $n$ inside a simple polygon $P$. The centre of $D$ must lie on a chord in $P$. The polygon $P$ has $m$ vertices, $r$ of which are reflex. We present an exact algorithm using parametric search that runs in $O\left(n \log ^{2} n+m\right)$ time with high probability and $O(n \log r+m)$ space.


## 1 Introduction

The smallest / minimum enclosing disc problem takes as input a set $S$ of $n$ points in the plane and returns the smallest Euclidean disc that contains $S$. This can be solved in $O(n)$ expected time [58] and $O(n)$ worstcase time [43]. The smallest $k$-enclosing disc problem is a generalization that asks for a smallest disc that contains at least $k \leq|S|$ points $^{1}$ of $S$, for any given $k$, and has been well studied $[3,24,26,27,32,39,40]$. It is conjectured that an exact algorithm that computes the smallest $k$-enclosing disc in the plane requires $\Omega(n k)$ time $[31, \S 1.5]$.

Matoušek [39] presented an algorithm that first computes a constant-factor approximation ${ }^{2}$ in $O(n \log n)$ time and $O(n)$ space (recently improved to $O(n)$ expected time for a 2 -approximation that uses $O(n)$ expected space [32]), and then uses that approximation to seed an algorithm for solving the problem exactly in $O(n \log n+n k)$ expected time using $O(n k)$ space or $O(n \log n+n k \log k)$ expected time using $O(n)$ space (recently improved to $O(n k)$ expected time using $O\left(n+k^{2}\right)$ expected space [24, 32]). Matoušek [40] also presented an algorithm for computing the smallest disc that contains all but at most $q$ of $n$ points in $O\left(n \log n+q^{3} n^{\epsilon}\right)$ time, where $\epsilon$ is "a positive constant that can be made arbitrarily small by adjusting the parameters of the algorithms; multiplicative constants in the $O()$ notation

[^0]may depend on $\epsilon "$ [40].
In this paper we generalize the smallest $k$-enclosing disc problem to simple polygons using the geodesic metric, meaning that the distance $d_{g}(a, b)$ between two points $a$ and $b$ is the length of the shortest path $\Pi(a, b)$ between $a$ and $b$ that lies completely inside the simple polygon $P$. A geodesic disc $D(c, \rho)$ of radius $\rho$ centred at $c \in P$ is the set of all points in $P$ whose geodesic distance to $c$ is at most $\rho$. Our article focuses on the Chord-Constrained Smallest $k$-Enclosing Geodesic (CCOSKEG) disc problem.

## CCOSKEG Disc Problem

Consider a simple polygon $P_{\text {in }}$ defined by a sequence of $m$ vertices in $\mathbb{R}^{2}, r>0$ of which are reflex vertices, a set $S$ of $n$ points of $\mathbb{R}^{2}$ contained in $P_{i n},{ }^{3}$ an integer $k \leq n$, and an input chord $\ell \subset P_{i n} .{ }^{4}$ Find a CCOSKEG disc, i.e., a geodesic disc of minimum radius $\rho^{*}$ in $P_{\text {in }}$ centred on $\ell$ that contains at least $k$ points of $S$.

Without loss of generality, we consider $\ell$ to be the $x$-axis. We make the general position assumptions that no two points of $S$ are equidistant to a vertex of $P_{i n}$, and no four points of $S$ are geodesically co-circular. Under these assumptions, a smallest $k$-enclosing geodesic (SKEG) or CCOSKEG disc contains exactly $k$ points. Let $D\left(c^{*}, \rho^{*}\right)$ be a CCOSKEG disc for the points of $S$ in $P_{\text {in }}$ constrained to the input chord $\ell$. For convenience, at times we will refer to this as simply $D^{*}$. A $k$-enclosing geodesic disc ( $K E G$ disc) is a geodesic disc in $P_{\text {in }}$ that contains exactly $k$ points of $S$. The main result of our article is the following theorem.

Theorem 4 Given a chord $\ell \subset P_{\text {in }}$ we compute $a$ CCOSKEG disc $D\left(c^{*}, \rho^{*}\right)$ in $O\left(n \log ^{2} n+m\right)$ time with high probability ${ }^{5}$ using $O(n \log r+m)$ space.

### 1.1 Related Work

Other than our work on SKEG discs [15], we are not aware of other work tackling the subject of this paper. In our previous work [15], we presented an algorithm to compute a 2 -approximation SKEG disc that

[^1]runs in expected time $O\left(n \log ^{2} n \log r+m\right)$ and expected space $O(n+m)$ if $k \in O(n / \log n)$; if $k \in$ $\omega(n / \log n)$, it computes such a disc with high probability in $O\left(n \log ^{2} n \log r+m\right)$ deterministic time with $O(n+m)$ space. We compared it to the approach we presented in the same paper that uses higher-order geodesic Voronoi diagrams to find the exact solution. Assuming general position, a SKEG disc has either two or three points of $S$ on its boundary, allowing techniques involving Voronoi diagrams to be applied. Ignoring polylogarithmic factors, the worst-case runtime for the Voronoi diagram approach for $k=n$ is $O(n+m)$; for $k=n-1$ and $r / \log ^{2} r \in \Omega(k \log k)$ is $O(n r+m)$; for $k=n-1$ and $r / \log ^{2} r \in o(k \log k)$ is $O\left(n^{2}+n r+r^{2}+m\right)$; for $k<n-1$ and for $n \log n \in o(r / \log r)$ is $O\left(k^{2} n+\min (r k, r(n-\right.$ $k))+m)$; and $O\left(k^{2} n+k^{2} r+\min (k r, r(n-k))+m\right)$ otherwise. Higher-order Voronoi diagrams have been considered to solve the smallest $k$-enclosing disc problem in the plane [3, 26].

There has been other work done with geodesic discs in polygons. A region $Q$ is geodesically convex relative to a polygon $P$ if for all points $u, v \in Q$, the geodesic shortest path from $u$ to $v$ in $P$ is in $Q$. The geodesic convex hull $C H_{g}$ of a set of points $S$ in a polygon $P$ is the intersection of all geodesically convex regions in $P$ that contain $S$. The geodesic convex hull of $n$ points in a simple $m$-gon can be computed in $O(n \log n+m)$ time using $O(n+m)$ space $[29,53]$.

The geodesic centre problem asks for a smallest geodesic disc that lies in the polygon and encloses all vertices of the polygon (stated another way, a point that minimizes the geodesic distance to the farthest point). This problem is well studied $[4,11,16,48,53]$ and can be solved in $O(m)$ time and space [4]. The geodesic centre problem has been generalized to finding the geodesic centre of a set of points $S$ inside a simple polygon in $O(n \log n+m)$ time [10]. Generalized versions of the geodesic centre for polygons [12, 46, 47, 55, 56]; packing and covering [49,55]; and clustering [14] have all been studied.

Dynamic $k$-nearest neighbour queries were studied by de Berg and Staals [25]. They presented a static data structure for geodesic $k$-nearest neighbour queries for $n$ sites in a simple $m$-gon that is built in $O\left(n\left(\log n \log ^{2} m+\log ^{3} m\right)\right)$ expected time using $O(n \log n \log m+m)$ expected space and answers queries in $O(\log (n+m) \log m+k \log m)$ expected time.

If $P_{\text {in }}$ has no reflex vertices, it is a convex polygon and the SKEG disc problem is solved by the algorithm for planar instances which uses a grid-refinement strategy. This works in the plane because $\mathbb{R}^{2}$ with the Euclidean metric is a doubling metric space, meaning that for any disc of radius $\rho>0$ in $\mathbb{R}^{2}$ it can be covered by $O(1)$ discs of radius $\rho / 2$ [33]. Geodesic discs do not have this property; it may take $\Theta(r)$ smaller discs to cover
the larger one (refer to Fig. 1 in Appendix B). Another difficulty of the geodesic metric is that for two points $u$ and $v$ of $S$ on opposite sides of a given chord, their geodesic bisector (formed by concatenating their bisector and hyperbolic arcs) can cross the chord $\Theta(r)$ times. See Figs. 2 to 4 in Appendix C.

Section 2 describes the preprocessing procedures and data structures used by our algorithms. Section 3 discusses how we use a technique known as parametric search to solve the CCOSKEG disc problem. Section 4 summarizes our result. Appendices A and B contain details omitted from the paper due to space constraints. Appendix C contains figures illustrating some concepts from the paper.

## 2 Preprocessing, Data Structures, and Definitions

We perform the following preprocessing in $O(m)$ time and space.

Polygon Simplification Convert $P_{\text {in }}$ into a simplified polygon $P$ consisting of $O(r)$ vertices using the $O(m)$ time and space algorithm of Aichholzer et al. [5] that computes a polygon $P$ such that: $P \supseteq P_{i n}$; $|P|$ is $O(r)$; the reflex vertices in $P_{\text {in }}$ also appear in $P ; P$ preserves the visibility of points in $P_{i n}$; and the shortest path between two points in $P_{i n}$ remains unchanged in $P$. As with $P_{i n}$, we assume the points of $S$ are in general position with the vertices of $P$, and no four points of $S$ are geodesically co-circular in $P$.

Shortest-Path Data Structure We use the $O(r)$ time and space algorithm of Guibas and Hershberger [29, 34] on $P$ to build a data structure that gives the length of the shortest path between any two query points in $P$ in $O(\log r)$ time and space. Querying the data structure with two points in $P$ returns a tree of $O(\log r)$ height whose in-order traversal is the shortest path in $P$ between the two query points. The query also provides the length of the path from the source to each node along the path (which is stored at the respective node in the tree). This data structure can provide the first or last edge along the path between the two points in $O(\log r)$ time by traversing the tree to a leaf. We can also perform a search through this tree to find the midpoint of the shortest path in $O(\log r)$ time [57, Lemma 3]. The returned tree has $O(r)$ nodes and edges, but the query adds $O(\log r)$ nodes and edges linking to pre-computed structures to produce the result.

Funnel [29, 37] The vertices of the geodesic shortest path $\Pi(a, b)$ are the vertices $a, b$, and a subset of the vertices of the polygon $P$ forming a polygonal chain $[20,38]$. Consider a diagonal $\ell$ of $P$, its
two endpoints $\ell_{1}$ and $\ell_{2}$, and a point $p$ in $P$. The union of the three paths $\Pi\left(p, \ell_{1}\right), \Pi\left(p, \ell_{2}\right)$, and $\ell$ form what is called a funnel. This funnel represents the shortest paths from $p$ to the points on $\ell$ in that their union is the funnel. Starting at $p$, the paths $\Pi\left(p, \ell_{1}\right)$ and $\Pi\left(p, \ell_{2}\right)$ may overlap during a subpath, but there is a unique vertex $p_{a}$ called the apex (which is the farthest vertex on their common subpath from $p$ ) where the two paths diverge. After they diverge, the two paths never meet again. The path from $p_{a}$ to an endpoint of $\ell$ forms an inwardconvex polygonal chain (i.e., a convex path through vertices of $P$ with the bend protruding into the interior of $P$ ). In our paper we often make use of the portion of the funnel between the apex and $\ell$, which we shall refer to as a truncated funnel. Fig. 5 in Appendix C illustrates the notion of a funnel.

Definition 1 (Aronov 1989 [9, Definition 3.1])
For any two points $u$ and $v$ of $P$, the last vertex (or $u$ if there is none) before $v$ on $\Pi(u, v)$ is referred to as the anchor of $v$ (with respect to $u$ ).

Guibas and Hershberger [29] and Oh and Ahn [45] point out that given the trees representing the shortest paths between a fixed source and two distinct destination points on the same chord, the apex of their funnel can be computed in $O(\log r)$ time.

Observation 1 The apex of a funnel from a source point in $P$ to the diagonal $\ell$ can be computed in $O(\log r)$ time and $O(r)$ space. The distance from the source point to the apex can also be determined in $O(\log r)$ time and $O(r)$ space.

Distance Function of a Point $u \in S$ : Let us review the graph we get by plotting the distance from a point $u$ to a line $\ell$ where the position along $\ell$ is parameterized by $x$. Abusing notation, we call the $x$-monotone curve representing this graph the distance function, which we denote by $\operatorname{dist}_{u}(\cdot)$. The domain of this function is $\ell$ and it returns the geodesic distance from $u$ to $x \in \ell$ where $x$ is the input of the function. Without loss of generality, we can assume that the $x$-axis is the line in question. For a point $u, u_{x}$ is the $x$-coordinate of $u$ and $u_{y}$ is its $y$-coordinate. This distance function is actually a branch of a right hyperbola ${ }^{6}$ whose eccentricity is $\sqrt{2}$ and whose focus is therefore at $\sqrt{2} \cdot u_{y}$. In our polygon $P, \operatorname{dist}_{u}(\cdot)$ is a continuous piecewise hyperbolic function. If the funnel from $u$ to the endpoints $\ell_{1}$ and $\ell_{2}$ of $\ell$ is trivial (i.e., a Euclidean triangle), then $\operatorname{dist}_{u}(\cdot)$ has one piece expressed as $\operatorname{dist}_{u}(x)=\sqrt{\left(x-u_{x}\right)^{2}+u_{y}^{2}}$. If there are reflex vertices of $P$ in $u$ 's funnel, $\operatorname{dist}_{u}(\cdot)$

[^2]has multiple pieces. The formula for each piece is $\operatorname{dist}_{u}(x)=\sqrt{\left(x-w_{x}\right)^{2}+w_{y}^{2}}+d_{g}(u, w)$, where $w$ is the anchor, and the domain of this hyperbolic piece is the set of values of $x$ for which $w$ is the anchor. Refer to Fig. 6 in Appendix C for an example of a multi-piece distance function.

Definition 2 (Aronov 1989 [9, Definition 3.7])
The shortest-path tree of $P$ from a point $s$ of $P$, $T(P, s)$, is the union of the geodesic shortest paths from $s$ to vertices of $P$.

Definition 3 (Aronov 1989 [9, between 3.8 and 3.9]) Let $e$ be an edge of $T(P, s)$ and let its endpoint furthest from $s$ be $v$. Let $\vec{h}$ be the open half-line collinear with $e$ and extending from $v$ in the direction of increasing distance from $s$. If some initial section of $\vec{h}$ is contained in the interior of $P$, we will refer to the maximal such initial section as the extension segment of $e$.

## Definition 4 (Aronov 1989 [9, Definition 3.9])

Let the collection of extension segments of edges of $T(P, s)$ be denoted by $E(P, s)$ (also simplified to $E$ when the polygon and point are clear from the context).

Consider the subset $E \subseteq E(P, u)$ whose elements define the domains of the pieces of $\operatorname{dist}_{u}(\cdot)$ along $\ell$. We refer to the intersection of an element of this set with $\ell$ as a marker. Sometimes we will need to identify domains that have specific properties so that an appropriate hyperbolic piece of $\operatorname{dist}_{u}(\cdot)$ can be analyzed. Similar to other papers that find intervals of interest along shortest paths and chords [1, 2, 8, 45], we can use the funnel between $u$ and $\ell$ to perform a binary search among the domain markers to find a domain of interest. Since domain markers are points along $\ell$, one way they can be used is to provide distances away from $u$ to compare against. We have the following observation.

Observation 2 For an extension segment $e \in E$, if it takes $O(1)$ time and space to determine which side of $\ell \cap$ contains a domain of interest along $\ell$, then we can find a domain of interest along $\ell$ and its corresponding hyperbolic piece of $\operatorname{dist}_{u}(\cdot)$ in $O(\log r)$ time and $O(r)$ space.

## 3 CCOSKEG Disc: Parametric Search

Refer to Appendix A for missing details. Let $\partial D(u, \rho)$ denote the boundary of the geodesic disc centred at $u$ with radius $\rho$. We use parametric search to find a SKEG disc centred on the chord $\ell$.

Parametric search is a technique introduced by Megiddo [41, 42] for optimizing a numeric parameter through deduction using two algorithms in tandem. The
first is a sequential decision algorithm. Given a candidate for the optimal value, the decision algorithm determines how this candidate relates to the optimal value (i.e., it determines whether the candidate is less than, equal to, or greater than the optimal value). Testing a candidate using the decision algorithm is usually costly, which is why the problem and the candidates need to have the following monotonicity property: if the test reveals that the optimum is greater (less) than the candidate tested, then it is also greater (less) than everything less (greater) than the tested candidate.

The second algorithm used is a parallel generic algorithm. This parallel algorithm (which is usually converted back into a sequential algorithm) typically solves a problem using comparisons whose outcomes depend on the parameter being optimized, or, in other words, comparisons of objects that would result if the optimal value were given. In a way, we work backwards by examining which properties/objects would exist if we had the optimum as well as how these objects would relate to each other. For example, our algorithm to solve the CCOSKEG disc problem sorts, along $\ell, \partial D\left(u, \rho^{*}\right) \cap \ell$ for all $u \in S$. Using sorting algorithms as the generic algorithm has been done before [21, 28, 42, 52, 54]. See Figs. 7 and 8 in Appendix C.

The comparisons in the generic sorting algorithm are typically expressed as a polynomial equation featuring the parameter to be optimized as a variable in the equation. Refer to Fig. 9 in Appendix C. The comparison is resolved by computing the sign of the equation (i.e., positive, negative, or zero) given a value for the parameter. Each of these polynomial equations has roots that together form the sortable set of candidates for the optimal value. Parametric search uses the decision algorithm to test the candidates. As more of the relations of the candidates to the optimum are determined, more comparisons in the generic algorithm can be resolved. In this way we are able to eventually deduce the optimal value.

Either $\rho^{*}$ will coincide with the closest distance of $\ell$ to some point in $S$; or at least two of the intersection points from distinct discs will coincide and hence $\rho^{*}$ will be a root for some pair of equations. See Fig. 10 in Appendix C. When comparing two of these intersections/equations, to get our candidate radii through which we search for $\rho^{*}$ we set the equations equal to each other and solve for the roots (which is where they have coinciding intersection points along $\ell$ ). For the pair of intersection points that created a given set of roots, the roots create intervals in the parameter space (see Fig. 11 in Appendix C). Given the equation for a pair from which we extracted the roots, plugging in any value for the radius that lies in one of these root-defined intervals results in the equation having the same sign (either positive or negative), and thus the intersection
points having the same order along $\ell$.
The sorting algorithm proceeds until it cannot continue without resolving any comparisons (i.e., until it gets stuck). Being a parallel algorithm (or a sequentialized version of a parallel algorithm), the comparisons in one parallel step are all independent and present us with a set of candidate radii. The decision algorithm is run on a judiciously-chosen candidate radius followed by a cull of the remaining candidates that we infer are too large or small. This is repeated until some comparison can be resolved, at which point the algorithm proceeds until it again becomes stuck. Eventually, the relation of $\rho^{*}$ to all of the roots in the candidate set is known.

The (at most) two intersection points of a disc with $\ell$ tell us where the intersection of a disc with $\ell$ begins and ends. We are interested in overlapping intervals of at least $k$ discs.

### 3.1 Preliminaries

### 3.1.1 Testing Closest Points

We precompute, for each point $u \in S$, the closest point of $\ell$ to $u$, also known as the projection of $u$ onto $\ell$ (see Fig. 12 in Appendix C for an example of projections). Let $u_{c}$ be the closest point of $\ell$ to $u$. Equivalently, $u_{c}$ is the point along $\ell$ that minimizes $\operatorname{dist}_{u}(\cdot)$. We showed the following in our previous work [15].

Lemma 1 (Bose et al. 2023 [15]) We compute the set of projections of the points of $S$ onto $\ell$ in $O(n \log r)$ time and $O(n+r)$ space.

We are looking for $\rho^{*}$, the smallest radius of a KEG disc centred on $\ell$, and the centre of such a disc. If a CCOSKEG disc has only one point $u \in S$ on its boundary, then a CCOSKEG disc is centred at the projection $u_{c}$ and $\rho^{*}=d_{g}\left(u, u_{c}\right)$. Each of the $n$ closest distances defined by projections is a candidate radius. To effectively perform a binary search among these candidates, we repeatedly perform an $O(n)$ time and space median selection algorithm on these radii $[6,13,22]$. In each iteration, we find the median, test it with the decision algorithm, then cull the remaining candidates now known to not be the optimum. Since we halve the number of elements to consider in each round, we perform $O(\log n)$ rounds and make $O(\log n)$ calls to the decision algorithm. The overall time spent over the $O(\log n)$ rounds performing median selections and culling the list is $O(n)$. After the search has finished, either we have found $\rho^{*}$, or we know that there will be at least two points of $S$ on the boundary of a CCOSKEG disc.

Corollary 2 With $O(\log n)$ calls to the decision algorithm and additional $O(n \log r)$ time and $O(n+r)$ space, we either compute $\rho^{*}$ and a point $c^{*}$ along $\ell$ such that $D\left(c^{*}, \rho^{*}\right)$ is a CCOSKEG disc of the points of $S$ along
$\ell$, or we conclude that there are at least two points of $S$ on the boundary of a CCOSKEG disc.

### 3.1.2 How to Compare Elements in the Sort

We will sort $\partial D\left(u, \rho^{*}\right) \cap \ell$ for all $u \in S$. We need to express these intersection points in terms of the variable radius $\rho$ of the discs centred at the points of $S$. Assume that $\partial D(u, \rho)$ intersects $\ell$ twice (the cases of one and zero intersections are omitted). Assume that we know that the point $w=\left(w_{x}, w_{y}\right)$ is the last reflex vertex on the path from $u \in S$ to at least one of the intersection points. Let $\Delta=\rho-d_{g}(u, w)$. The equation for the circular arc defining $\partial D(u, \rho)$ where it intersects $\ell$ is given by the equation of a circle of radius $\Delta$ centred at $w$. Using the equation of a circle, we have the following.

$$
\begin{equation*}
x=\left( \pm \sqrt{\Delta^{2}-w_{y}^{2}}\right)+w_{x} \tag{1}
\end{equation*}
$$

If $x$ is defined, it is only valid in the domain of $w$. If $x$ is undefined, then after passing $w, D(u, \rho)$ does not intersect $\ell$. We will assume we know the last reflex vertex before every intersection point and thus the $O(n)$ equations to use for the intersection points of the discs with $\ell$. We show in Section 3.4 that we can use a parametric-search-like approach to find these $O(n)$ reflex vertices using an idea similar to one of the steps of the Goodrich and Pszona parametric search paper [28].

Now that we have our items to be sorted, we need to know how to compare them. Consider two of these intersection points, one for each of the points $u$ and $v$, $\{u, v\} \in S$. Let the reflex vertex of the intersection point of $u$ (resp. $v$ ) being considered be $w$ (resp. $z$ ) and let the intersection points considered be the ones computed by taking the positive square roots in their equations (from Eq. (1)). Let $\delta=d_{g}(u, w)$ and $\psi=d_{g}(v, z)$. When we sort the intersection points, we are asking if one $x$-value is less than, greater than, or equal to another along $\ell$. Therefore, we want to know the following at a variable radius $\rho$.

$$
\begin{equation*}
\sqrt{(\rho-\psi)^{2}-z_{y}^{2}}+z_{x} \lesseqgtr \sqrt{(\rho-\delta)^{2}-w_{y}^{2}}+w_{x} \tag{2}
\end{equation*}
$$

We can expand and simplify Eq. (2) to get a cubic function replacing constant expressions by constant $C_{i}$.

$$
\begin{equation*}
0 \lesseqgtr C_{1} \rho^{3}+C_{2} \rho^{2}+C_{3} \rho+C_{4} \tag{3}
\end{equation*}
$$

The sign of the answer of Eq. (3) reveals which intersection point is to the left. Eq. (3) gives us a polynomial in $\rho$ which determines the comparisons of the parallel sorting algorithm and whose roots are the candidates with which to run the decision algorithm. The roots
are the values for which the two intersection points coincide. Once it is known to which side of each root the optimal $\rho^{*}$ lies for this instance of Eq. (3), we know the result of the comparison for $\rho^{*}$ for this instance.

### 3.2 Decision Problem

Lemma 3 Given a polygon $P$ with $O(r)$ vertices, $a$ chord $\ell$, a set $S$ of $n$ points, a radius $\rho$, and a constant $k \leq n$, having performed the preprocessing of Lemma 1, we can decide if there is a KEG disc of radius $\rho$ centred on $\ell$ and return such a disc in $O(n(\log r+\log n))$ time and $O(n+r)$ space, and report whether $\rho<\rho^{*}, \rho>\rho^{*}$, or $\rho=\rho^{*}$.

Proof. [Sketch] In $O(\log r)$ time and $O(r)$ space we can build the two funnels of $u$ between $u_{c}$ and the endpoints of $\ell$ and then perform a binary search in each to locate the domain in which a point at distance $\rho$ lies. This tells us which reflex vertex to use in Eq. (1). Thus, in $O(n \log r)$ time and $O(n+r)$ space, we create $O(n)$ labelled intervals: $\{D(u, \rho) \cap \ell: u \in S\}$. We then sort the interval endpoints in $O(n \log n)$ time and $O(n)$ space, and then walk along $\ell$ and count the maximum number of discs we are concurrently in at any given point. If the maximum is smaller than $k$, then $\rho$ is too small. If the maximum is larger than $k$, then $\rho$ is too large. If the maximum is $k$ and there is a subinterval that is larger than a single point in which there are $k$ overlapping intervals, then $\rho$ is too large. Otherwise, $\rho=\rho^{*}$ and the single point of $k$ overlaps is the centre for a CCOSKEG disc.

### 3.3 Using Boxsort

Goodrich and Pszona [28] show that boxsort [50] can be used as our sorting algorithm. It can be described as quicksort with multiple pivots which produces a number of recursive calls proportional to the number of pivots. See Fig. 13 in Appendix C for an illustrated example of a recursive call. This allows them to take advantage of the optimization technique of Cole [21] to reduce the running time.

Theorem 4 Given a chord $\ell \subset P_{\text {in }}$ we compute a CCOSKEG disc $D\left(c^{*}, \rho^{*}\right)$ in $O\left(n \log ^{2} n+m\right)$ time with high probability using $O(n \log r+m)$ space.

Proof. [Sketch] Preprocessing from Section 2 takes $O(m)$ time and space. It will be shown in Section 3.4 that with $O(\log n+\log r)$ calls to the decision algorithm and additional $O(n \log r)$ time and $O(n \log r+$ $r$ ) space, we compute the last reflex vertices on the paths from each point $u \in S$ to $\partial D\left(u, \rho^{*}\right) \cap \ell$, effectively giving us $O(n)$ items to sort. Given this result and Corollary 2, the preprocessing from Section 3.1 makes $O(\log n+\log r)$ calls to the decision algorithm
of Lemma 3, uses $O(n \log r+r)$ space, and takes time $O\left(n \log n \log r+n \log ^{2} n+n \log ^{2} r\right)$.

As seen in Goodrich and Pszona [28], Motwani and Raghavan [44], and Reischuk [50], with high probability (i.e., at least $1-e^{-\log ^{b} n}$ for some constant $b>0$ ) boxsort chooses a "good" sequence of pivots so that it only requires $O(\log n)$ calls to the decision algorithm of Lemma 3 ; and with the same probability, taking into account the number of recursive calls and the time we spend in a recursive call to create boxes and then sort the remaining comparisons into their boxes, using boxsort for parametric search takes $O(n \log n+\log n \cdot n(\log r+\log n)))$ time and $O(n+r)$ space.

Considering the $O(m)$ time spent in preprocessing, we can simplify the runtime to $O\left(n \log ^{2} n+m\right)$ with high probability by assuming some terms are dominant and arriving at a contradiction. The overall space used is $O(n \log r+m)$.

### 3.4 Decreasing to a Linear Number of Items to Sort

In this section, our goal is to discover which $O(n)$ reflex vertices to use for Eq. (1) for the points of $S$. The procedure (and its analysis) is like one of the steps used in the boxsort parametric search of Goodrich and Pszona [28]. Similar to routing unsorted elements through the binary tree of sorted pivots to find their "box" for the next recursive call, we independently route through $2 n$ binary search trees of $O(\log r)$ height, where the outcomes of the comparisons depend on the solution to the parametric search. This allows us to find the reflex vertices for each $u \in S$ that anchor $\partial D\left(u, \rho^{*}\right) \cap \ell$. However, instead of inferring the optimum by sorting intersection points described as equations from which candidates for the optimum are extracted, here our comparisons are directly in the parameter space: we are directly comparing distances against the optimum. We illustrate an example in Fig. 14 in Appendix C.

Since domain markers for the funnel of a point in $S$ with $\ell$ are points along $\ell$, in addition to defining domains for reflex vertices they also provide distances to use as candidate radii. We have the following monotonicity property: for any point $u \in S$, the distance to $\ell$ increases monotonically as we move from its closest point $u_{c} \in \ell$ to the endpoints of $\ell$ [48]. Thus, if we can decide how the radius produced by a given marker compares to the optimal radius, we can perform two binary searches (recall Observation 2) among these markers between $u_{c}$ and the endpoints of $\ell$ to find the domains which contain $\partial D\left(u, \rho^{*}\right) \cap \ell$, and hence discover which reflex vertices to use in Eq. (1) for $u$ in the main parametric search.

We sequentialize the running of $2 n$ parallel searches through binary trees of $O(\log r)$ height (one per funnel). Routing an element through these search trees is similar to following a directed path of $O(\log r)$ height. For
each point $u \in S$ we search through the domain markers implicitly contained in its two funnels looking for the domains that contain $\partial D\left(u, \rho^{*}\right) \cap \ell$, which are the domains that contain a point that is distance $\rho^{*}$ away from $u$.

For each tree through which we are routing, each step produces a comparison to resolve. Since a call to the decision algorithm is considered costly, we do not want to call the decision algorithm to resolve each comparison individually. Using the fact that the candidate radii have the monotonicity property we need for parametric search (i.e., given the relation between $\rho^{*}$ and a candidate radius, we know the relation between $\rho^{*}$ and either everything bigger than or less than the candidate) and the fact that the domain markers used in the comparisons of the searches also provide candidate radii, we can route through the trees with a logarithmic number of calls to the decision algorithm. Following Goodrich and Pszona [28], we assign weights to the comparisons in the searches. The routing can be considered as iterations involving three steps: in the first step, we use a linear-time weighted-median-finding algorithm [51] to choose the weighted median candidate radius; in the next step, we input that radius into the decision algorithm; when the decision algorithm returns, the last step is to repeatedly resolve all active comparisons that can be resolved until no more routing can be performed without knowing the result of another call to the decision algorithm. At this point, the next iteration begins.

Lemma 5 (Cole 1987 [21], Goodrich and Pszona 2013 [28]) For $j \geq 5(i+(1 / 2) \log (4 n))$, during the $(j+1)^{s t}$ iteration there are no active comparisons at depth $i$.

Plugging our $2 n$ routing trees of height $O(\log r)$ into the analyses of Goodrich and Pszona [28] and Cole [21] yields that there are $O(\log n+\log r)$ calls to the decision algorithm.

Corollary 6 With $O(\log n+\log r)$ calls to the decision algorithm, with additional $O(n \log r)$ time and $O(r+$ $n \log r)$ space, we compute for each $u \in S$ the anchors of $\partial D\left(u, \rho^{*}\right) \cap \ell$.

## 4 Conclusion

By using the result of Goodrich and Pszona [28], we were able to use boxsort [50] to implement parametric search to solve the CCOSKEG disc problem. Though a 2approximation to a SKEG disc contains $\Theta(\min (n, k r))$ points of $S$ in general, we can use Theorem 4 together with an exact smallest $k$-enclosing algorithm for planar instances [32] to find a radius $\rho$ at most twice the optimal radius of a SKEG disc such that any disc with radius $\rho$ contains at most $4 k$ points of $S$ (see Appendix B).
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## A Parametric Search

Let $\partial D(u, \rho)$ denote the boundary of the geodesic disc centred at $u$ with radius $\rho$. We assume preprocessing has already been performed. Note that the initial input chord $\ell$ of $P_{\text {in }}$ may no longer be a chord in our simplified polygon $P$. We continue to use the initial chord since (a) shortest paths between points in $P_{\text {in }}$ don't change when $P_{\text {in }}$ is simplified to $P$; and (b) the endpoints of our given chord would define an interval of solution validity anyway if we chose to extend it into a chord for $P$ (which could be done in $O(\log r)$ time and $O(1)$ space using ray-shooting queries).

Ray-Shooting Queries In $O(r)$ time and space we preprocess $P$ to allow us to perform $O(\log r)$-time, $O(1)$-space ray-shooting queries that take as input a point in $P$ and a direction and returns the point on $\partial P$ (i.e., the boundary of $P$ ) where the ray first intersects $\partial P$ [19, 35].

Remark 1 It is not clear whether it is possible to apply the simpler recursive random sampling technique of Chan's that rivals parametric search to solve the CCOSKEG disc problem [17]. That approach requires one to partition the points of $S$ into a constant number of fractional-sized subsets such that the overall solution is the best of the solutions of each of the subsets. It is not clear to us how to partition the points of $S$ to take advantage of this approach.

## A. 1 Testing Closest Points

Lemma 7 (Bose et al. 2023 [15]) We compute the set of projections of the points of $S$ onto $\ell$ in $O(n \log r)$ time and $O(n+r)$ space.

Proof. Let $\ell$ be horizontal. For ease of presentation, we consider $\ell$ as having subdivided $P$ into two polygons. We consider one of these polygons, let it keep the name $P$, and assume the points of $S$ are in $P$. The other subpolygon can then be analyzed identically. Let the downward direction be toward the side of $\ell$ containing the exterior of the polygon $P$. Let the left endpoint of $\ell$ be $\ell_{1}$ and the right endpoint be $\ell_{2}$. Consider a point $p \in \ell$ and the last edge $e$ of $\Pi(u, p)$ (i.e., the edge to which $p$ is incident). Let the angle of $e$ be the smaller of the two angles formed by $e$ and $\ell$ at $p$. The range of this angle is $[0, \pi / 2]$. We know from Pollack et al. [48, Corollary 2] that $\operatorname{dist}_{u}(\cdot)$ is minimized when $e$ is perpendicular to $\ell$. We also know from Pollack et al. [48, Corollary 2] that given $p^{\prime} \in \ell$ and an edge $e^{\prime}$ analogous to $e$, if the angle of $e^{\prime}$ is closer to $\pi / 2$ than that of $e$, then $\operatorname{dist}_{u}\left(p^{\prime}\right)<\operatorname{dist}_{u}(p)$. Lastly, we know from Pollack et al. [48, Lemma 1] that $\operatorname{dist}_{u}(\cdot)$ is a convex function which means it has a global minimum.

Using Observations 1 and 2 we can retrieve the truncated funnel of $u$ and $\ell$ in $O(\log r)$ time and $O(r)$ space and use the convex chains to perform a binary search along $\ell$ using the markers defined by the elements of $E$ to find the domain in which $u_{c}$ lies. See Fig. 5 in Appendix C. This domain has the property that the angle of the last edge on the shortest path from $u$ to the points in this domain is closest to $\pi / 2$.

In the binary search, at each marker (as determined by the node currently being visited in the tree representing the convex chain), in $O(1)$ time and space we compute the angle of $\ell$ with the extension segment defining the marker. Since $\operatorname{dist}_{u}(\cdot)$ is a convex function, we know that as we slide a point $p \in \ell$ from $\ell_{1}$ to $\ell_{2}$, the angle of the edge incident to $p$ on $\Pi(u, p)$ will monotonically increase until it reaches $\pi / 2$, then monotonically decrease. Thus, after computing the angle of the extension segment with $\ell$, we know to which side of its marker to continue our search: the side that contains the smaller angle (because moving in this direction will increase the smaller angle). Thus by Observation 2 the search takes $O(\log r)$ time and $O(r)$ space.

At the end of our search we will have the reflex vertex whose domain contains the edge that achieves the angle closest to $\pi / 2$. Then in $O(1)$ time and space we can build the corresponding piece of $\operatorname{dist}_{u}(\cdot)$ and find the value along $\ell$ that minimizes it.

The space bounds follow from the $n$ projections that are computed and the $O(r)$ space used by the shortestpath data structure queries.

## A. 2 How to Compare Elements in the Sort

The trick when using a sorting algorithm as the generic algorithm in the parametric search technique is deciding what to sort. Once that has been determined, we use parametric search to run the sorting algorithm as if the things we are sorting were produced knowing $\rho^{*}$.

We will sort $\partial D\left(u, \rho^{*}\right) \cap \ell$ for all $u \in S$ (i.e., the intersection points of $\ell$ with the boundaries of the geodesic discs of radius $\rho^{*}$ centred at the points of $S$ ). We need to express these intersection points in terms of the variable radius $\rho$ of the discs centred at the points of $S$. Notice that the boundary of a geodesic disc of radius $\rho$ is constructed piecewise. Part of the disc's boundary is formed by the boundary of the polygon at distance less than $\rho$ away from the centre of the disc, and the rest is circular arcs from the circle centred at the disc's centre or from circles centred on reflex vertices contained in the disc's interior.

Let us assume for the moment that $\partial D(u, \rho)$ intersects $\ell$ twice (the cases of one and zero intersections are simple to figure out afterwards and are omitted). Assume that we know that the point $w=\left(w_{x}, w_{y}\right)$ is the last reflex vertex on the path from $u \in S$ to at least one of the intersection points. This intersection point is
where $\ell$ is intersected by a circular arc centred on $w$. Let $\Delta=\rho-d_{g}(u, w)$. If $\Delta$ were negative, we would have a contradiction $(D(u, \rho)$ would not even contain $w)$. The equation for the circular arc defining $\partial D(u, \rho)$ where it intersects $\ell$ is given by the equation of a circle of radius $\Delta$ centred at $w$. Once again, assume $\ell$ is the $x$-axis. Using the equation of a circle, we have the following.

$$
\begin{align*}
\left(x-w_{x}\right)^{2}+\left(y-w_{y}\right)^{2} & =\Delta^{2} \\
\left(x-w_{x}\right)^{2}+\left(0-w_{y}\right)^{2} & =\Delta^{2} \\
\left(x-w_{x}\right)^{2}+w_{y}^{2} & =\Delta^{2} \\
\left(x-w_{x}\right)^{2} & =\Delta^{2}-w_{y}^{2} \\
x-w_{x} & = \pm \sqrt{\Delta^{2}-w_{y}^{2}} \\
x & =\left( \pm \sqrt{\Delta^{2}-w_{y}^{2}}\right)+w_{x} \tag{4}
\end{align*}
$$

If $x$ is defined, it is only valid in the domain of $w$ (i.e., the interval along $\ell$ in which $w$ is the last reflex vertex on the path from $u$ ). If $x$ is undefined, then after passing $w, D(u, \rho)$ does not intersect $\ell$. If both values computed by Eq. (4) fall outside of $w$ 's domain, then we contradict that $w$ is the last vertex on the path from $u$ to the considered intersection point for the given radius $\rho$ (which means that $w$ would not be used in computing the boundary of $D(u, \rho)$ ). Otherwise, if an $x$-value from Eq. (4) lies within the domain of $w$, then this $x$-value would be one of at most two intersection points of $\partial D(u, \rho)$ and $\ell$. If only one $x$-value computed by Eq. (4) falls in the domain of $w$, then the process must be repeated with some other reflex vertex (which is the case if the last reflex vertex from $u$ is not the same for both intersection points).

Though we want to sort intersection points of $\ell$ with the boundaries of geodesic discs, our intersection points are equations until the variable $\rho$ has been provided. Nonetheless, it is these intersection points we would like to sort. Ideally, we would have only $O(n)$ candidate intersection points along $\ell$ to consider (up to two per $u \in$ $S)$. As we saw above though, the intersection points of a geodesic disc centred on $u \in S$ depend on the last reflex vertex on the path from $u$ to $\ell$, which in turn depends on the optimal radius, which we do not know ahead of time. Initially, it seems that for each $u \in S$ we have to consider the $O(r)$ intersection points computed by using each reflex vertex of its truncated funnel. However, we do not want to spend $\Omega(n r)$ time. Luckily for us, as we show in Appendix A.5, we can use a parametric-searchlike approach to whittle these $O(n r)$ candidates back down to $O(n)$ using an idea similar to one of the steps of the Goodrich and Pszona parametric search paper [28]. We will assume we know the last reflex vertex before every intersection point and thus the $O(n)$ equations to use for the intersection points of the discs with $\ell$.

Now that we have our items to be sorted, we need to know how to compare them. Consider two of these intersection points, one for each of the points $u$ and $v$, $\{u, v\} \in S$. Let the reflex vertex of the intersection point of $u$ (resp. $v$ ) being considered be $w$ (resp. $z$ ) and let the intersection points considered be the ones computed by taking the positive square roots in their equations (from Eq. (4)). Let $\delta=d_{g}(u, w)$ and $\psi=d_{g}(v, z)$. When we sort the intersection points, we are asking if one $x$-value is less than, greater than, or equal to another along $\ell$. Therefore, we want to know the following at a variable radius $\rho$. Let $C_{i}$ be constant $i$.

$$
\begin{align*}
\sqrt{(\rho-\psi)^{2}-z_{y}^{2}}+z_{x} \lesseqgtr & \sqrt{(\rho-\delta)^{2}-w_{y}^{2}}+w_{x} \\
0 \lesseqgtr & (\rho-\delta)^{4}+(\rho-\psi)^{4} \\
& -2(\rho-\delta)^{2}(\rho-\psi)^{2} \\
& +C_{1}(\rho-\delta)^{2}+C_{2}(\rho-\psi)^{2} \\
& +C_{3} \tag{5}
\end{align*}
$$

We can expand and simplify Eq. (5) to get a cubic function, once again replacing constant expressions by constant $C_{i}$.

$$
\begin{equation*}
0 \lesseqgtr C_{4} \rho^{3}+C_{5} \rho^{2}+C_{6} \rho+C_{7} \tag{6}
\end{equation*}
$$

We end up with the cubic Eq. (6). After testing the projections of $S$ onto $\ell$ in Section 3.1.1/Appendix A.1, we know and discard the points of $S$ too far from $\ell$ to intersect $\ell$ with a disc of radius $\rho^{*}$. Thus, Eq. (4) will be defined at radius $\rho^{*}$ for each point being considered, and the abscissa will be in the domain of the associated reflex vertex. Thus, when the comparison of Eq. (6) is resolved, a value for the radius is used that: (a) produces the same sign as $\rho^{*}$; and (b) adheres to the restriction that the results of using that radius with the two instances of Eq. (4) that created the comparison lie in the respective domains (along $\ell$ ) of the reflex vertices associated with the instances of Eq. (4). The sign of the answer reveals which intersection point is to the left. When the comparison is resolved in the parametric search, both intersection points are defined and valid.

Eq. (6) gives us the next piece of the parametric search puzzle: a low-degree polynomial in $\rho$ which determines the comparisons of the parallel sorting algorithm and whose roots are the candidates with which to run the decision algorithm. The roots are the values for which the two intersection points coincide. As mentioned above, if $\rho^{*}$ is not defined by the closest point of $\ell$ to some point in $S$, then at $\rho^{*}$ there will be at least one pair of intersection points that coincide since the overlapping interval of the $\geq k$ discs along $\ell$ will collapse to a single point. The constant number of roots for an instance of Eq. (6), which can be computed in $O(1)$ time
and space since it is a cubic function, split the possible values of $\rho$ for that instance into a constant number of intervals in the parameter space. Each interval has the property that evaluating the instance of Eq. (6) using any value of $\rho$ in the interval produces the same sign. Therefore, once it is known to which side of each root the optimal $\rho^{*}$ lies for this instance of Eq. (6), we know the result of the comparison for $\rho^{*}$ for this instance.

## A. 3 Decision Problem

To use parametric search, we need a sequential decision algorithm that, given a radius as a candidate for $\rho^{*}$, can tell us if this candidate is less than, greater than, or equal to $\rho^{*}$.

Lemma 8 Given a polygon $P$ with $O(r)$ vertices, $a$ chord $\ell$, a set $S$ of $n$ points, a radius $\rho$, and a constant $k \leq n$, having performed the preprocessing of Lemma 1, we can decide if there is a KEG disc of radius $\rho$ centred on $\ell$ and return such a disc in $O(n(\log r+\log n))$ time and $O(n+r)$ space, and report whether $\rho<\rho^{*}, \rho>\rho^{*}$, or $\rho=\rho^{*}$.

Proof. Consider the geodesic disc of radius $\rho, D(u, \rho)$. Since the disc is geodesically convex, if the chord intersects the disc in only one point, it will be at the projection $u_{c}$. If it does not intersect the disc, then at $u_{c}$ the distance from $u$ to $\ell$ will be larger than $\rho$. Otherwise, if the chord intersects the disc in two points, $u_{c}$ splits $\ell$ up into two intervals, each with one intersection point (i.e., each one contains a point of $\partial D(u, \rho) \cap \ell$ ). If $u_{c}$ is an endpoint of $\ell$, assuming $\ell$ has positive length, one of these intervals may degenerate into a point, making $u_{c}$ coincide with one of the intersection points.

These two intervals to either side of $u_{c}$ have the property that on one side of the intersection point contained within, the distance from $u$ to $\ell$ is larger than $\rho$, and on the other side, the distance is less than $\rho$. Therefore, if $\partial D(u, \rho)$ does intersect $\ell$ in two points we can proceed as in the proof of Lemma 1: in $O(\log r)$ time and $O(r)$ space we can build the two funnels of $u$ between $u_{c}$ and the endpoints of $\ell$ (truncated at the apices) and then perform a binary search in each to locate the domain in which a point at distance $\rho$ lies. We find the subinterval delimited by the domain markers of the reflex vertices wherein the distance from $u$ to $\ell$ changes from being more (less) than $\rho$ to being less (more) than $\rho$. The final subinterval for a given intersection point tells us which reflex vertex to use in Eq. (1). Once we find this domain, we can compute $\partial D(u, \rho) \cap \ell$ in $O(1)$ time and space. Thus, in $O(n \log r)$ time and $O(n+r)$ space, we create $O(n)$ labelled intervals along $\ell$, one for each geodesic disc of radius $\rho$ centred on each $u \in S$. In other words, the set of these intervals is $\{D(u, \rho) \cap \ell: u \in S\}$. We then sort these interval endpoints in $O(n \log n)$ time
and $O(n)$ space, associating each endpoint with the interval it opens or closes.

When we walk along $\ell$ and enter the interval $D(u, \rho) \cap$ $\ell$ for some $u \in S$, we say we are in the disc of $u$. Our next step, done in $O(n)$ time and space, is to walk along $\ell$ and count the maximum number of discs we are concurrently in at any given point. In other words, we are counting the maximum number of overlapping intervals. If the maximum is fewer than $k$, then $\rho$ is too small. If the maximum is larger than $k$, then since we assume no four points are co-circular (and thus the CCOSKEG disc contains exactly $k$ points), $\rho$ is too large. If the maximum is $k$, if there is a subinterval that is larger than a single point in which there are $k$ overlapping intervals, then $\rho$ is too large. Otherwise, $\rho=\rho^{*}$ and the single point of $k$ overlaps is the centre for the CCOSKEG disc.

## A. 4 Using Boxsort

Goodrich and Pszona [28] use boxsort [50] as their sorting algorithm. It can be described as quicksort with multiple pivots which produces a number of recursive calls proportional to the number of pivots. This allows them to take advantage of the optimization technique of Cole [21] to reduce the running time. Although the pivots first need to be sorted and then the remaining elements need to be sorted into the correct boxes (i.e., placed between the correct pivots) before recurring, we have multiple boxes once the recursive calls start. Each box has an independent set of comparisons (i.e., the comparisons in a box are independent of other boxes). This allows the recursion in the different boxes to be at different levels. Rather than running a median-finding algorithm on the value of the candidate radii, however, a weighting scheme for the candidate radii is applied based on the depth of their defining comparisons in the recursion. The next radius to test with the decision algorithm is based on a lineartime weighted-median-finding algorithm [51]. The sum of the weights of the current candidates is called the active weight. The weighted-median-finding algorithm considers the couples of radius and weight and returns the set of elements whose sum of weights is at most half the active weight. Furthermore, all radii in this set are less than the radius in the computed weighted median, and adding the weight of the computed weighted median produces a weight larger than half the active weight. The algorithm can easily be modified to return the weighted median as well. As such, rather than each call removing half of the number of candidate radii and comparisons, each call removes at least a quarter ${ }^{7}$ of the

[^3]active weight.
The candidate radii are not separated by recursive subproblem; the weighted-median that gets resolved is chosen from the complete set of untested radii that have not already been culled. Within a recursive subproblem of the Goodrich and Pszona approach [28], however, there are "synchronization points" in the algorithm represented as "virtual comparisons" that are not activated until the current batch of comparisons has been resolved. These virtual comparisons do not represent real work, but they assist in the analysis of the runtime. The analysis is done by creating a dependency graph between the comparisons in the algorithm where the height of the graph of one recursive subproblem (i.e., the longest path between the start of the recursive call and the point when the next recursive calls start) is $O(\log n)$, and then noting that this implies the height for the entire simulation is also $O(\log n)$ with high probability.

Recall that the items we are sorting are the $O(n)$ intersection points of the boundaries of the candidate geodesic discs with $\ell$. Call these points crossings. We repeat the algorithm of Goodrich and Pszona [28] that uses the following weighting rule for the comparisons (virtual or not). The following algorithm description (which does not mention the virtual comparisons as they do not represent real work) assumes each comparison produces one root. See Fig. 13 in Appendix C for an illustrated example of a recursive call.

Weight Rule When comparison $\mathbb{C}$ of weight $\sigma$ gets resolved and causes $q$ comparisons $\mathbb{C}_{1}, \ldots, \mathbb{C}_{q}$ to become active, each of these comparisons gets weight $\sigma /(2 q)$.

1. Randomly mark $\sqrt{n}$ crossings.
2. Sort the marked crossings by comparing every pair in $O(n)$ comparisons, each of weight $\sigma$. Order them with insertion sort.
3. After all of the comparisons of the previous step have been resolved, activate comparisons for routing the remaining crossings through the tree of marked items (i.e., we do a binary search through the marked items), where each comparison at the root of this tree has weight $\sigma /\left(2 n^{2}\right)$. In other words, create comparisons and assign the appropriate weight to them to prepare the $n-\sqrt{n}$ unmarked crossings for a binary search through the marked crossings to place the unmarked crossings between the marked pivots.
4. Route the unmarked crossings through the tree (i.e., do a binary search for each of them with the
removed, but if each comparison involved had children, then we add back a quarter of the weight (i.e., half of half).
marked items) by repeatedly finding and testing the weighted median and then resolving comparisons (following the weighting rule when comparisons get resolved).
5. Once we know in which box each unmarked element lies (i.e., between which marked items it lies), insert it into its appropriate box.
6. Assign weight $\sigma /\left(4 n^{4.5}\right)$ to the initial comparisons in the new subproblems.
7. Recur into subproblems simultaneously.

The Goodrich and Pszona analysis [28] omits a discussion about comparisons with multiple roots and how the weights change in such cases. Below we alter their analysis to use three roots.

After the marked crossings are sorted, we use the sorted crossings to perform a binary search to position each unsorted element between a pair of sorted marked crossings. In the Goodrich and Pszona analysis [28], this is presented as a binary search through a perfectly balanced binary search tree for each unmarked element independently. To keep the analysis simple, rather than routing $n-\sqrt{n}$ items, we route $n$ items. Our comparisons have three roots, so the weight of the comparison at the root of this binary search tree (which is the same for each element being routed) must change accordingly.

We begin the analysis. To sort the marked crossings by brute force, each comparison between a pair of crossings actually produces three comparisons of roots against the optimal radius. Each of these three comparisons started with weight $\sigma$. Thus, after these crossings are sorted, following the Goodrich and Pszona analysis [28] using an upside-down virtual binary tree of $\log (3 n)$ height in the dependence graph, the weight at the root of the virtual tree is $\sigma /(3 n)$. This virtual root then activates (and equally shares half of its weight to) the comparison nodes that start routing the unmarked crossings through the binary search tree of marked crossings. Each comparison at the root of these binary search trees that route the unmarked crossings through the search tree of marked crossings, however, also creates three root comparisons. Thus, each of these root comparisons gets weight $\sigma /(2 \cdot(3 n)(3 n))=\sigma /\left(2(3 n)^{2}\right)$ (i.e., weight $\sigma /(3 n)$ divided among $3 n$ comparisons).

As the routing progresses through the binary search trees, the trees get whittled down to paths determining where an element lies in relation to the sorted crossings. When each comparison in the tree produces one root comparison, the weight at the bottom of the tree is the weight at the top divided by $2^{\log \sqrt{n}}=n^{0.5}$ because each comparison along the way passes half its weight to its one child, i.e., the next comparison on the path through the tree. However in our scenario, although resolving a routing comparison in the tree activates at
most one new routing comparison, it has three children, one for each root comparison of the next tree node. To aid in the analysis, we replace each routing comparison with the three root comparisons, all of which are the parents of a virtual comparison representing the routing comparison they resolve. Each of the three root comparisons of a routing node depend on (i.e., are children of) the virtual comparison of the node above it. In this way, rather than dividing the weight by half each step down the routing tree, we divide it by $2 \cdot(2 \cdot 3)$ : each of the three root comparisons passes half of its weight to their (virtual) child (meaning it gets half the weight of any one of them), and this virtual node passes half of its weight equally shared amongst its three children, meaning each child gets half of a third of its weight. Thus, the weight at the bottom of our tree is the weight at the top divided by $(2 \cdot 2 \cdot 3)^{\log \sqrt{n}}=n \cdot 3^{\log \sqrt{n}}$. Although after the last routing comparison we do not create three new root comparisons, we create three virtual comparisons to make the analysis cleaner. Therefore, the weight at the bottom of the tree is $\sigma /\left(18 n^{2} \cdot n \cdot 3^{\log \sqrt{n}}\right)=\sigma /\left(18 n^{3} \cdot 3^{\log \sqrt{n}}\right)$.

The next part of the dependence graph is another upside-down virtual binary tree like the one used after the sorting of the marked crossings. At the root of this tree, the weight becomes $\sigma /\left(18 n^{3} \cdot 3^{\log \sqrt{n}}\right.$. $3 n)=\sigma /\left(18 n^{4} \cdot 3^{\log \sqrt{n}+1}\right)$. All initial comparisons in the subsequent recursive calls depend on the root of this tree and its weight. Thus the weight of the initial root comparisons in subsequent recursive calls is $\sigma /\left(2 \cdot(3 n) \cdot\left(18 n^{4} \cdot 3^{\log \sqrt{n}+1}\right)\right)=\sigma /\left(36 n^{5} \cdot 3^{\log \sqrt{n}+2}\right)$ (i.e., weight $\sigma /\left(18 n^{4} \cdot 3^{\log \sqrt{n}+1}\right)$ divided among $3 n$ comparisons).

We can follow the approach of Goodrich and Pszona [28] and use Cole's analysis [21], which we repeat here modified for this specific case of at most three roots per comparison, to show that there are $O(\log n)$ calls to the decision algorithm.

Lemma 9 (Cole 1987 [21]) At the start of the ( $j+$ $1)^{\text {st }}$ iteration, the active weight is bounded above by $(3 / 4)^{j} \cdot(3 n)$ for $j \geq 0$.

Proof. We prove the result by induction on $j$. At the start of the first iteration there are $3 n$ active comparisons at depth 0 , and all other comparisons are inactive. So for $j=0$, the result holds. To prove the inductive step, it is sufficient to show that in each iteration the active weight is reduced by at least one quarter. We now show this.

Consider an active comparison $\mathbb{C}$ of weight $\sigma$ that has just been resolved. Then $\mathbb{C}$ ceases to be active, and up to three new comparisons may become active, each an equal share of half the weight of $\sigma$ (e.g., if three new comparisons are activated, they each have weight $\sigma /(2$. $3)=\sigma / 6)$. So the resolution of $\mathbb{C}$ reduces the active
weight by at least $\sigma / 2$. Let the active weight be $\mathbb{W}$. In one iteration, we are guaranteed that the comparisons resolved have combined weight at least $\mathbb{W} / 2$. Thus, in one iteration, the active weight is reduced from $\mathbb{W}$ to at most $3 \mathbb{W} / 4$.

## Lemma 10 (Goodrich and Pszona 2013 [28])

Each comparison at depth $i$ has weight $\geq(1 / 4)^{i}$.
Proof. We prove this by induction on the depth of the boxsort recursion. Assume that the current recursive call operates on a subproblem of size $3 n$, and that comparisons at the beginning of the recursive call have depth $i$ and weight $\sigma$. By the inductive assumption, $\sigma \geq(1 / 4)^{i}$.

Consider comparisons in the current recursive call. Comparisons at depth $j$ in the first tree of virtual comparisons (global depth $i+j$ ) have weight $\sigma / 2^{j} \geq$ $(1 / 4)^{i} \cdot(1 / 2)^{j} \geq(1 / 4)^{i+j}$. The last of them has (local) depth $\log (3 n)$ and weight $\sigma /(3 n)$. It then spreads half of its weight to $3 n$ comparisons at depth $\log (3 n)+1$ (global depth $i+\log (3 n)+1$ ), setting their weight to

$$
\sigma /\left(2(3 n)^{2}\right) \geq \sigma /\left(4(3 n)^{2}\right)=\sigma /\left(4^{\log (3 n)+1}\right) \geq(1 / 4)^{i+\log (3 n)+1}
$$

The same reasoning follows for the case of the second virtual tree and recursive split.

Routing through the tree of sorted marked items has two levels of comparison nodes per node in the tree. For each step down this routing tree, we have three comparisons followed by a virtual comparison which then splits its weight among the three comparisons at the next level down in the routing tree. Let $\sigma^{\prime}=\sigma /\left(2(3 n)^{2}\right)$ be the weight of each comparison node at the root of the routing tree. The next node in the analysis tree (at global depth $i+\log (3 n)+2)$ is the virtual node whose weight is

$$
\sigma^{\prime} / 2=\sigma /\left(4(3 n)^{2}\right)=\sigma /\left(4^{\log (3 n)+1}\right) \geq(1 / 4)^{i+\log (3 n)+2}
$$

The children of this node in the tree (at global depth $i+\log (3 n)+3)$ each have weight

$$
\begin{aligned}
\sigma^{\prime} /(2 \cdot 2 \cdot 3) & =\sigma /\left(6 \cdot 4(3 n)^{2}\right) \\
& =\sigma /\left(6 \cdot 4^{\log (3 n)+1}\right) \\
& \geq \sigma /\left(4^{2} \cdot 4^{\log (3 n)+1}\right) \\
& =\sigma /\left(4^{\log (3 n)+3}\right) \\
& \geq(1 / 4)^{i+\log (3 n)+3}
\end{aligned}
$$

We can map our analysis tree back on to the routing tree if we divide the weight by $2 \cdot 2 \cdot 3$ each level down the routing tree. This means the analysis tree has one more level beyond the last virtual comparison. This last level has three virtual comparisons per tree. This means that the number of levels in this routing tree is $2 \log (\sqrt{n})+1$ and the weight at the bottom is the weight
at the top divided by $(2 \cdot 2 \cdot 3)^{\log (\sqrt{n})}$ (here we need to use the number of levels in the routing tree). Thus we have the weight of each node at the bottom of the routing tree (at global depth $i+\log (3 n)+2 \log (\sqrt{n})+1$ ) is

$$
\begin{aligned}
\sigma /\left(2(3 n)^{2} \cdot(2 \cdot 2 \cdot 3)^{\log (\sqrt{n})}\right) & \geq \sigma /\left(4(3 n)^{2} \cdot(4 \cdot 3)^{\log (\sqrt{n})}\right) \\
& \geq \sigma /\left(4^{\log (3 n)+1} \cdot(4 \cdot 3)^{\log (\sqrt{n})}\right) \\
& \geq \sigma /\left(4^{\log (3 n)+1} \cdot(4 \cdot 4)^{\log (\sqrt{n})}\right) \\
& \geq \sigma /\left(4^{\log (3 n)+1} \cdot\left(4^{2}\right)^{\log (\sqrt{n})}\right) \\
& \geq \sigma /\left(4^{\log (3 n)+1} \cdot(4)^{2 \cdot \log (\sqrt{n})}\right) \\
& =\sigma /\left(4^{\log (3 n)+2 \log (\sqrt{n})+1}\right) \\
& \geq(1 / 4)^{i+\log (3 n)+2 \log (\sqrt{n})+1}
\end{aligned}
$$

To finish the proof, note that the base case is realized in the very first call to the algorithm, since a comparison at depth 0 has weight $1=(1 / 4)^{0}$.

Lemma 11 (Cole 1987 [21]) For $j \geq 5(i+$ $(1 / 2) \log (6 n))$, during the $(j+1)^{\text {st }}$ iteration there are no active comparisons at depth $i$.

Proof. At the start of the $(j+1)^{\text {st }}$ iteration the total active weight $\mathbb{W}$ is bounded by $(3 / 4)^{5(i+(1 / 2) \log (6 n))}$. (3n) (by Lemma 9).

We note $(3 / 4)^{5}<(1 / 4)$. So

$$
\begin{aligned}
\mathbb{W} & <(1 / 4)^{i+(1 / 2) \log (6 n)} \cdot(3 n) \\
& =(1 / 4)^{i} \cdot(1 / 4)^{(1 / 2) \log (6 n)} \cdot(3 n) \\
& =(1 / 4)^{i} \cdot(1 /(6 n)) \cdot(3 n) \\
& =(1 / 4)^{i} \cdot(1 / 2)
\end{aligned}
$$

But an active comparison at depth $i$ has weight at least $(1 / 4)^{i}$. So there is no such comparison.

Goodrich and Pszona [28] point out that the dependency graph for one recursive call has $O(\log n)$ height, and one recursive call of boxsort performs $O(\log n)$ parallel steps. They also cite Motwani and Raghavan [44] stating that with high probability boxsort terminates in $O(\log n)$ parallel steps, and thus the height of the whole dependency graph of the parametric search boxsort also has height $O(\log n)$ with high probability. Plugging this height into Lemma 11 as the value for $i$, we get that we require $O(\log n)$ calls to the decision algorithm.

Theorem 4 Given a chord $\ell \subset P_{\text {in }}$ we compute a CCOSKEG disc $D\left(c^{*}, \rho^{*}\right)$ in $O\left(n \log ^{2} n+m\right)$ time with high probability using $O(n \log r+m)$ space.

Proof. Preprocessing from Section 2 takes $O(m)$ time and space. It will be shown in Appendix A. 5 that with $O(\log n+\log r)$ calls to the decision algorithm and additional $O(n \log r)$ time and $O(n \log r+r)$ space, we compute the last reflex vertices on the paths from each point
$u \in S$ to $\partial D\left(u, \rho^{*}\right) \cap \ell$, effectively giving us $O(n)$ items to sort. Given this result and Corollary 2, the preprocessing from Section 3.1 makes $O(\log n+\log r)$ calls to the decision algorithm of Lemma 3, uses $O(n \log r+r)$ space, and takes time

$$
\begin{aligned}
& O(n \log r+\log n \cdot n(\log r+\log n)+\log r \cdot n(\log r+\log n)) \\
= & O\left(n \log n \log r+n \log ^{2} n+n \log ^{2} r\right)
\end{aligned}
$$

As seen in Goodrich and Pszona [28], Motwani and Raghavan [44], and Reischuk [50], with high probability (i.e., at least $1-e^{-\log ^{b} n}$ for some constant $b>0$ ) boxsort chooses a "good" sequence of pivots so that it only requires $O(\log n)$ calls to the decision algorithm of Lemma 3; and with the same probability, taking into account the number of recursive calls and the time we spend in a recursive call to create boxes and then sort the remaining comparisons into their boxes, using boxsort for parametric search takes $O(n \log n+\log n \cdot n(\log r+\log n)))$ time and $O(n+r)$ space.

Together with the preprocessing, the time to run our parametric search using boxsort is $O(n \log n \log r+$ $\left.n \log ^{2} n+n \log ^{2} r+m\right)$ with high probability and it uses $O(n \log r+m)$ space. It produces the CCOSKEG disc by the fact that the parametric search technique finds a SKEG disc for $S$ centred on $\ell$ (i.e., a disc with minimum radius centred on $\ell$ containing at least $k$ points of $S$ ).

Considering the $O(m)$ time spent preprocessing the polygon, we can simplify the runtime. Consider the largest-order terms in the running time:

$$
\begin{equation*}
\underbrace{n \log n \log r}_{A}+\underbrace{n \log ^{2} n}_{B}+\underbrace{n \log ^{2} r}_{C}+\underbrace{m}_{D} \tag{7}
\end{equation*}
$$

Either $\log r<\log n$ or $\log n<\log r$, so A is always dominated by B or C. Consequently, Expression (7) can be simplified to

$$
\begin{equation*}
\underbrace{n \log ^{2} n}_{B}+\underbrace{n \log ^{2} r}_{C}+\underbrace{m}_{D} \tag{8}
\end{equation*}
$$

Assume C dominates B and D. This implies:

$$
\begin{align*}
& n \log ^{2} r \in \omega(m)  \tag{9}\\
& n \log ^{2} r \in \omega\left(n \log ^{2} n\right)  \tag{10}\\
& \log r \in \omega(\log n)  \tag{11}\\
& \Rightarrow \quad r>n^{3} \\
& \Rightarrow \quad m>n^{3} \\
& \Rightarrow \quad m^{1 / 2}>n^{3 / 2} \\
& \Rightarrow \quad m^{1 / 2} \in \Omega\left(n^{3 / 2}\right) \\
& \Rightarrow \quad m^{1 / 2} \in \omega(n)  \tag{12}\\
& m^{1 / 2} \in \omega\left(\log ^{2} m\right) \\
& \Rightarrow \quad m^{1 / 2} \in \omega\left(\log ^{2} r\right)  \tag{13}\\
& m \in \omega\left(n \log ^{2} r\right) \quad \text { by (12) and (13) } \tag{14}
\end{align*}
$$

Consequently, Expression (8) can be simplified to $n \log ^{2} n+m$, meaning that the time to run our parametric search using boxsort is $O\left(n \log ^{2} n+m\right)$ with high probability.

## A. 5 Decreasing to a Linear Number of Items to Sort

In this section, our goal is to discover, for each point of $S$, which reflex vertices to use for Eq. (1) when we have the optimal radius, giving us $O(n)$ equations / intersection points to use in the parametric search. We do so by using another parametric search. The procedure is straightforward; it is like one of the steps used in the boxsort parametric search of Goodrich and Pszona [28] presented in Appendix A.4, except here each comparison has one root. Similar to routing unmarked elements through the binary tree of sorted crossings, we independently route through $2 n$ binary search trees of $O(\log r)$ height where the outcomes of the comparisons depend on the solution to the parametric search. This allows us to find the reflex vertices for each $u \in S$ that anchor $\partial D\left(u, \rho^{*}\right) \cap \ell$. However, instead of inferring the optimum by sorting intersection points described as equations from which candidates for the optimum are extracted, here our comparisons are directly in the parameter space: we are directly comparing distances against the optimum.

Since domain markers for the funnel of a point in $S$ with $\ell$ are points along $\ell$, in addition to defining domains for reflex vertices they also provide distances to use as candidate radii. We have the following monotonicity property: for any point $u \in S$, the distance to $\ell$ increases monotonically as we move from its closest point $u_{c} \in \ell$ to the endpoints of $\ell$ [48]. Thus, if we can decide how the radius produced by a given marker compares to the optimal radius, we can perform two binary searches among these markers between $u_{c}$ and the endpoints of $\ell$ to find the domains which contain $\partial D\left(u, \rho^{*}\right) \cap \ell$, and hence discover which (at most two) reflex vertices to use
in Eq. (1) for $u$ in the main parametric search. Recall Observation 2 which uses the shortest-path data structure to extract the truncated funnel of $u$ and $\ell$ and to perform a binary search along $\ell$ using the edges of this funnel.

We use this binary search to mimic the step of boxsort that routes the unmarked elements through the binary search tree of sorted crossings. The binary search can be represented as routing an element through a binary tree, discerning a particular path. Routing an element through these search trees is similar to following a directed path of $O(\log r)$ height. Each node on the path corresponds to a comparison that must be resolved before the routing is able to continue on to the next node in the path. As we route along these paths, the current node in a path is the active comparison in the path. When we have enough information (i.e., how $\rho^{*}$ relates to the candidate at this comparison), we resolve the comparison and it is no longer active. A dependence relation arises wherein a node cannot be active until all its ancestors have been resolved, at which point it may be immediately resolved and inactivated if it is known how $\rho^{*}$ relates to the candidate radius of the current comparison node; otherwise, the comparison remains active until some call to the decision algorithm reveals the relation of $\rho^{*}$ to the candidate.

Since we know $u_{c}$ and we have the monotonicity property, once a comparison is resolved then we know for an extension segment $e$ in constant time and space to which side of $\ell \cap e$ a point along $\ell$ of distance $\rho^{*}$ to $u$ lies. Ignoring the calls to the decision algorithm, the time spent over all of the points of $S$ to discover which reflex vertices to use for Eq. (1) in the main parametric search (i.e., the time to perform the binary searches along $\ell$, or, equivalently, route through the binary trees) is $O(n \log r)$. The space is $O(r+n \log r)$ due to the fact that we will be holding on to all $2 n$ shortest-path query structures at once to sequentially simulate a parallel algorithm, and since careful reading of Guibas and Hershberger [23, 29, 34] implies that a truncated funnel takes up $O(\log r)$ extra space. Each point of $S$ has up to two independent binary trees of $O(\log r)$ height through which it is routing to find the domain of interest.

First, for each $u \in S$ and the endpoints $\ell_{1}$ and $\ell_{2}$ of $\ell$, we compute the truncated funnel between $u, \ell_{1}$ and $u_{c}$; and the truncated funnel between $u, u_{c}$, and $\ell_{2}$. This is done in $O(n \log r)$ time and $O(r+n \log r)$ space via Observation 1 and the space analysis in the previous paragraph. Either of these funnels can replace the one from Observation 2 to yield the same time and space for the searches.

Then we sequentialize the running of $2 n$ parallel searches through binary trees of $O(\log r)$ height (one per funnel). For each point $u \in S$ we search through the domain markers implicitly contained in its two fun-
nels looking for the domains that contain $\partial D\left(u, \rho^{*}\right) \cap \ell$, which are the domains that contain a point that is distance $\rho^{*}$ away from $u$.

For each tree through which we are routing, each step produces a comparison to resolve. Since a call to the decision algorithm is considered costly, we do not want to call the decision algorithm to resolve each comparison individually. Using the fact that the candidate radii have the monotonicity property we need for parametric search (i.e., given the relation between $\rho^{*}$ and a candidate radius, we know the relation between $\rho^{*}$ and either everything bigger than or less than the candidate) and the fact that the domain markers used in the comparisons of the searches are also candidate radii, we can route through the trees with a logarithmic number of calls to the decision algorithm. Following Goodrich and Pszona [28], we assign weights to the comparisons in the searches. Initially, each gets a weight of 1 ; when a comparison is resolved its child receives half of its weight. The sum of the weights of the currently active candidates is called the active weight. The routing can be considered as iterations involving three steps: in the first step, we use a linear-time weighted-median-finding algorithm [51] to choose the weighted median candidate radius (as described in Appendix A.4); in the next step, we input that radius into the decision algorithm; when the decision algorithm returns, the last step is to repeatedly resolve all active comparisons that can be resolved until no more routing can be performed without knowing the result of another call to the decision algorithm. At this point, the next iteration begins.

We can follow the approach of Goodrich and Pszona [28] and use Cole's analysis [21], which we repeat here modified for this specific case, to show that there are $O(\log n+\log r)$ calls to the decision algorithm.

Lemma 12 (Cole 1987 [21]) At the start of the $(j+$ $1)^{\text {st }}$ iteration, the active weight is bounded above by $(3 / 4)^{j} \cdot(2 n)$ for $j \geq 0$.

The proof of Lemma 12 is similar to that of Lemma 9 and is omitted.

Lemma 13 (Goodrich and Pszona 2013 [28])
Each comparison at depth $i$ has weight $\geq(1 / 4)^{i}$.
Proof. The first comparison node in each of these $2 n$ paths representing the search, i.e., depth 0 , has weight $1 \geq(1 / 4)^{0}$. Each step down the path halves the weight of its parent, so at depth $i$ the weight is $(1 / 2)^{i} \geq(1 / 4)^{i}$.

Proof. At the start of the $(j+1)^{\text {st }}$ iteration the total active weight $\mathbb{W}$ is bounded by $(3 / 4)^{5(i+(1 / 2) \log (4 n))}$. (2n) (by Lemma 12).

We note $(3 / 4)^{5}<(1 / 4)$. So $\mathbb{W}<(1 / 4)^{i+(1 / 2) \log (4 n)}$. $(2 n)=(1 / 4)^{i} \cdot(1 / 4)^{(1 / 2) \log (4 n)} \cdot(2 n)=(1 / 4)^{i} \cdot(1 /(4 n))$. $(2 n)=(1 / 4)^{i} \cdot(1 / 2)$. But an active comparison at depth $i$ has weight at least $(1 / 4)^{i}$. So there is no such comparison.

Plugging the height of the binary search trees into Lemma 5 as $i$, we get the following.

Corollary 15 With $O(\log n+\log r)$ calls to the decision algorithm, with additional $O(n \log r)$ time and $O(r+$ $n \log r)$ space, we compute for each $u \in S$ the anchors of $\partial D\left(u, \rho^{*}\right) \cap \ell$.

Lemma 14 (Cole 1987 [21], Goodrich and Pszona 2013 [28])
For $j \geq 5(i+(1 / 2) \log (4 n))$, during the $(j+1)^{\text {st }}$ iteration there are no active comparisons at depth $i$.

## B Depth Bounds

Consider the following. Imagine we preprocess $P_{i n}$ by simplifying it to $P$ and then triangulating ${ }^{8} P$. If it is known that the points of $S$ in a SKEG disc lie completely in one of those triangles, then we can solve the SKEG problem as follows. First we build Kirkpatrick's [18, 36] $O(\log r)$ query-time point-location data structure on these triangles in $O(r)$ time with $O(r)$ space. For each of the $O(r)$ triangles we build a list of the points of $S$ contained within. So far we have used $O(n \log r+m)$ time and $O(n+m)$ space.

Now we iterate over the triangles and in each triangle use an exact algorithm for the smallest $k$-enclosing disc for planar instances [32]. If triangle $i$ has $n_{i}$ points of $S$ in it, then we run the exact algorithm in $O\left(n_{i} k\right)$ expected time and $O\left(n_{i}+k^{2}\right)$ expected space. We know over all of the triangles, the $n_{i}$ sum to $n$, so we have the following.

Theorem 16 Simplify $P_{\text {in }}$ to $P$ and triangulate $P$. If the points of $S$ in a SKEG disc are contained in a triangle of $P$, we solve the SKE $G$ disc problem in $O(n \log r+n k+m)$ expected time and $O\left(n+k^{2}+m\right)$ expected space.

Below we show some bounds on the depth of a geodesic disc whose radius is at most four times the optimal radius of a SKEG disc, $\rho^{*}$. The depth of a disc is the number of points of $S$ contained within. We assume no four points are geodesically co-circular, thus there are at most $k$ points in any disc of the optimal radius $\rho^{*}$. In this paper, the $\operatorname{depth}(\rho)$ is the maximum depth over all points in the polygon $P$ for a geodesic disc of radius $\rho$. By definition, depth $\left(\rho^{*}\right)=k$. In this subsection, we assume that $n>k r$ (otherwise the bounds should be expressed as $\min (n, k r))$.

Lemma 17 We have depth $\left(2 \rho^{*}\right) \in \Omega(k r)$ under our general position assumption.

Proof. Consider the optimal disc. It could jut into $\Omega(r)$ spikes of the polygon (i.e., contain $\Omega(r)$ reflex vertices, each of which obstructs visibility between points in the disc; e.g., Fig. 1). In each spike, if we put a disc of radius $\rho^{*}$ on the boundary of the optimal disc, it could contain $\Omega(k)$ points. Then a disc of radius $2 \rho^{*}$ centred on the optimal disc's centre has $\Omega(k r)$ points in it.

Lemma 18 For $a$ constant $c>1$, we have $\operatorname{depth}\left(c \rho^{*}\right) \in \Theta(k r)$ under our general position assumption.
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Figure 1: A star-shaped simple polygon with a geodesic disc of radius 1 and some attempts to cover multiple spikes with geodesic discs of radius 0.5 .

Proof. The lower bound from Lemma 17 can be directly extended to a radius of $c \rho^{*}$.

We now show the upper bound. Consider the geodesic disc of radius $c \rho^{*}$ centred on $u \in P, D\left(u, c \rho^{*}\right)$. Let $T(P, u)$ be the shortest path tree of $u$ and let $E(P, u)$ be the set of extension segments of $T(P, u)$. Consider the tree $T(P, u) \cup E(P, u)$. The tree $T(P, u) \cup E(P, u)$ subdivides $P$ into $O(r)$ Euclidean triangles such that every point $q$ in the triangle has the same anchor on $\Pi(u, q)\left[9\right.$, Note 3.10][30]. Thus, $D\left(u, c \rho^{*}\right)$ may intersect $O(r)$ triangles. Within any given triangle $\Delta$, any portion of a geodesic disc appears Euclidean. As such, $D\left(u, c \rho^{*}\right) \cap \Delta$ (which looks locally in $\Delta$ like a Euclidean disc of radius at most $c \rho^{*}$ ) can be covered by a constant number of discs of radius $\rho^{*}$ (due to the bounded doubling dimension of the Euclidean metric), each with at most $k$ points of $S$ in it. The bound follows.

These bounds hold in general if nothing more is known about the manner in which a 2 -approximation is produced. However, if we combine the CCOSKEG disc algorithm from Section 3 with something similar to Theorem 16 from the beginning of the section to produce a 2 -approximation, then we can get a better upper bound on the number of points of $S$ in a disc with that radius.

We assume the preprocessing of Section 2 and the preprocessing for Theorem 16 (including building a list of the points of $S$ in each triangle) has been performed in $O(n \log r+m)$ time and $O(n+m)$ space. Either the points of $S$ of a SKEG disc lie completely in a triangle of $P$, or the disc contains a point of $S$ from each side of some diagonal. If the points of the disc are contained
in a triangle, then running the expected linear-time 2approximation algorithm for planar instances [32] in each triangle will give us a 2-approximation. Making the appropriate change in Theorem 16 , we have spent $O(n \log r+m)$ expected time and $O(n+m)$ expected space. If a SKEG disc contains at least one point of $S$ from each side of some diagonal, then running the algorithm of Theorem 4 from Section 3.3 on each diagonal will give us a 2 -approximation. Either a SKEG disc is centred on a diagonal, in which case we find it; or a SKEG disc intersects a diagonal, in which case when processing that diagonal we either compute a KEG disc centred on a point inside that SKEG disc, or a KEG disc centred on a point outside of the SKEG disc that gives us a KEG disc with a smaller radius than any KEG disc centred on a point of the diagonal inside the SKEG disc, either of which gives us a 2 -approximation. Running the CCOSKEG disc algorithm of Theorem 4 on each diagonal, we spend $O\left(n r \log ^{2} n+n r \log ^{2} r+m\right)$ expected time ${ }^{9}$ and use $O(n \log r+m)$ space.

Thus, in $O\left(n r \log ^{2} n+n r \log ^{2} r+m\right)$ expected time we have produced a 2-approximation using $O(n \log r+m)$ expected space. Let the 2-approximation radius we have found be $\rho_{2}$. We now prove $\operatorname{depth}\left(\rho_{2}\right) \leq 10 k$. Either a disc of radius $\rho_{2}$ is centred on a diagonal, or in a triangle of $P$. By definition, any disc of radius $\rho_{2}$ centred on a diagonal has at most $k$ points in it. Now consider a disc $D_{2}$ of radius $\rho_{2}$ centred in a triangle of $P$. The boundary of this disc could intersect the three diagonals of the triangle. Consider the closest point of one of the diagonals to the centre of $D_{2}$, and create a disc $D_{\ell}$ of radius $\rho_{2}$ centred there. The portion of $D_{2}$ on the other side of the diagonal is contained in $D_{\ell}$, and thus contains at most $k$ points on the other side of the diagonal since $\rho_{2}$ is at most the radius of the CCOSKEG disc on this diagonal. Thus, at most $3 k$ points of $S$ in $D_{2}$ come from outside the triangle. Inside the triangle, locally it looks like the Euclidean plane. Thus, by the bounded doubling dimension of the Euclidean plane, $D_{2}$ contains at most $7 k$ points of $S$ contained in the triangle. If instead of modifying Theorem 16 we use the exact algorithm it specifies in each triangle, then the portion of $D_{2}$ inside the triangle captures at most $k$ points of $S$, in which case we get $\operatorname{depth}\left(\rho_{2}\right) \leq 4 k$.

Theorem 19 In $O\left(n r \log ^{2} n+n r \log ^{2} r+m\right)$ expected time we compute a radius $\rho_{2}$ using $O(n \log r+m)$ expected space that is a 2-approximation to $\rho^{*}$ such that $\operatorname{depth}\left(\rho_{2}\right) \leq 10 k$. If we use $O\left(n r \log ^{2} n+n r \log ^{2} r+\right.$ $n k+m)$ expected time and $O\left(n \log r+k^{2}+m\right)$ expected space, we can improve $\rho_{2}$ such that depth $\left(\rho_{2}\right) \leq 4 k$.

[^5]
## C Figures



Figure 2: The bisector of points $u$ and $v$ on opposite sides of the blue chord of the polygon can intersect the chord $\Theta(r)$ times. The intersections are labelled with $" \times$ ". The different arcs that form the bisector are drawn with different ink styles (e.g., dashed vs dotted vs normal ink).


Figure 3: Zoomed-in view of the first two crossings of Fig. 2.



Figure 4: Zoomed-in view of the third crossing of Fig. 2. As one zooms in infinitesimally and the right side of the polygon moves toward infinity, more reflex vertices can be added to force the bisector to cross $\Theta(r)$ times.


Figure 5: The funnel from $u$ to the endpoints of $\ell$, including the apex $u_{a}$ and the projection $u_{c}$ of $u$ onto $\ell$. Also seen are the extensions of funnel edges (in blue) and their intersection points with $\ell$. These intersection points can be used to perform a binary search along $\ell$.


Figure 6: Considering the chord $\ell$ of $P$ to be the $x$-axis, given a point $u \in S$ we refer to the dashed graph of the function $\operatorname{dist}_{u}(\cdot)$ as the distance function of $u$ to $\ell$. The points $f$ and $h$ on $\ell$ mark where different pieces of $\operatorname{dist}_{u}(\cdot)$ begin.


Figure 7: The geodesic discs (arbitrarily red and blue) of radius $\rho^{*}$ centred on points of $S$ (blue points) intersect $\ell$. The intersection points of red (blue) disc boundaries with $\ell$ are marked by green (red) triangles.


Figure 8: We use parametric search to sort the intersection points of disc boundaries (i.e., the red and green triangles) from Fig. 7 along $\ell$, without knowing $\rho^{*}$, and are able to deduce $\rho^{*}$ in the process.


Figure 9: Parametric search lets us discover the relative order of two endpoints (e.g., the green and red triangles at positions $x_{1}$ and $x_{2}$ respectively) along $\ell$. A resolved comparison in the generic algorithm reveals which of the two intersection points is to the left of the other when using $\rho^{*}$ as the disc radii. Before a comparison can be resolved, the algorithm must solve for the roots of the two intersection equations (at most three roots in our case).


Figure 10: The CCOSKEG disc may be defined by one point on its boundary (such as the black dashed disc centred on the black hollow diamond representing $u_{c}$ ), in which case $\rho^{*}$ is the distance from some point $u \in S$ to its projection $u_{c}$; or it is defined by at least two points, e.g., $u, v \in S$, on its boundary (such as the red dashed disc centred on the red " $\times$ "), in which case $\rho^{*}$ is the radius such that the intersection of the boundaries of the green discs centred at $u$ and $v$, i.e., $\partial D\left(u, \rho^{*}\right) \cap$ $\partial D\left(v, \rho^{*}\right)$, is the red " $\times$ ".

Parameter Space


Figure 11: A comparison of intersection points along $\ell$ produces at most three roots and defines at most four intervals in the parameter space. Due to the monotonicity property of the parameter we are trying to optimize (i.e., radius of a CCOSKEG disc), once we determine which interval contains $\rho^{*}$ we can resolve the comparison that produced the roots.


Figure 12: An example of points of $S$ (blue diamonds) and their projections onto $\ell$ (hollow black diamonds).

(a) We begin with a collection of equations (depicted as diamonds in a box) representing the intersection points of the disc boundaries with $\ell$. Going forward we no longer distinguish between the equations and the points they represent. Of the $n$ points, we randomly select $\sqrt{n}$ points to act as pivots. The selected points are red, and the rest are blue.

Figure 13: An illustration of a recursive call for boxsort when used as the sorting algorithm in parametric search.

(b) We then decide the relative order of the red pivots along $\ell$ (i.e., decide their relative ordering) by creating $O(n)$ comparisons between them and using a logarithmic number of calls to the decision algorithm to resolve them. In this figure, the sorted red points are labelled $a$ through $f$ and carve $\ell$ up into seven relatively sorted intervals / boxes into which we must place the remaining blue points. This can be done by performing a binary search on the red pivots. The red pivots can be considered as creating a binary search tree (with $c$ as the root in this example).

(c) The routing of each blue point through the tree of red pivots can be done independently of the other blue points, allowing us to perform their routing in parallel. For a blue point we are routing through the tree, each step in the tree creates a comparison between the blue point and the red pivot represented by the tree node. To route the elements through the tree, we repeatedly select the weighted median of the roots produced by the available comparisons and use this median in a call to the decision algorithm. After the call to the decision algorithm, we resolve whichever comparisons it is possible to resolve (which moves a blue point down the tree), and repeat until it is known into which intervals along $\ell$ each blue point belongs.

Figure 13: An illustration of a recursive call for boxsort when used as the sorting algorithm in parametric search.

(d) Since the decision algorithm is called on the weighted median of the candidates and each instance of routing through the trees is independent, at any point in this routing process blue points may be at different levels in the binary search trees of red pivots.

(e) Once it is known into which interval each blue point belongs, we collect them together in each interval to begin the next recursive calls.

Figure 13: An illustration of a recursive call for boxsort when used as the sorting algorithm in parametric search.

(a) Shown is the funnel between $u_{a}$ for a point $u \in S$, its projection $u_{c}$, and an endpoint of $\ell$. The convex chain representing the funnel edges is stored in a binary search tree (which stores the edges). In this example, the funnel edges from $u_{a}$ to the left endpoint of $\ell$ are $x, y$, and $z$, and their extension segments (the blue dashed edges) intersect $\ell$ at the markers $x_{m}, y_{m}$, and $z_{m}$ respectively. We can use the distances between $u$ and the markers as candidate radii in the decision algorithm. Since the distance from $u$ to the points on $\ell$ increases monotonically as we move from $u_{c}$ to the left endpoint of $\ell$, we can use these distances to find an interval in the parameter space in which $\rho^{*}$ lies, and at the same time the interval along $\ell$ between two markers where the disc of radius $\rho^{*}$ centred at $u$ intersects $\ell$. In this example, the decision algorithm has determined that the optimal radius is larger than $d_{g}\left(u, x_{m}\right)$, so we continue down the binary search tree on the side that brings us closer to the left endpoint of $\ell$.

Figure 14: An illustration of the method presented in Section 3.4 for determining the reflex vertices to use in Eq. (1).

(b) After the edge $x$ we visited the edge $z$. The decision algorithm has determined that the optimal radius is less than $d_{g}\left(u, z_{m}\right)$, so we continue down the binary search tree on the side that brings us closer to $x_{m}$.

(c) After the edge $z$ we visited the edge $y$. The decision algorithm has determined that the optimal radius is less than $d_{g}\left(u, y_{m}\right)$, so we conclude that $D\left(u, \rho^{*}\right)$ intersects $\ell$ in the green interval between $y_{m}$ and $x_{m}$, and the reflex vertex to use in Eq. (1) is the one marked by the red $\times$.

Figure 14: An illustration of the method presented in Section 3.4 for determining the reflex vertices to use in Eq. (1).

(d) Similar to boxsort (see Fig. 13), routing through the funnels to find the required reflex vertices is done in parallel, repeatedly testing the radius produced by the median weighted comparison with the decision algorithm and then resolving any number of comparisons. The routing process for different funnels may be at different depths in the trees at any given moment. In this example, the routing for $u \in S$ has finished, the routing for $v \in S$ is halfway through its binary search, and the routing for $w \in S$ is still at the beginning.

Figure 14: An illustration of the method presented in Section 3.4 for determining the reflex vertices to use in Eq. (1).
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    ${ }^{1}$ In this paper, we use the notation $|Z|$ to denote the number of points in $Z$ if $Z$ is a point set, or the number of vertices of $Z$ if $Z$ is a face or a polygon.
    ${ }^{2}$ An $\alpha$-approximation means that the disc returned has a radius at most $\alpha$ times the radius of an optimal solution.

[^1]:    ${ }^{3}$ When we refer to a point $p$ being in a polygon $P$, we mean that $p$ is in the interior of $P$ or on the boundary, $\partial P$.
    ${ }^{4}$ We use the terms chord and diagonal interchangeably.
    ${ }^{5}$ We say an event happens with high probability if the probability is at least $1-n^{-\lambda}$ for some constant $\lambda$.

[^2]:    ${ }^{6}$ Also called a rectangular or equilateral hyperbola.

[^3]:    ${ }^{7}$ Although the weighted median resolves the comparisons of a weighted half of the candidates, the weighting scheme applied by Goodrich and Pszona [28] equally assigns half of the weight of a comparison to its children. Thus, half of the active weight is

[^4]:    ${ }^{8}$ Note that building the shortest-path data structure of Guibas and Hershberger [29, 34] triangulates $P$, as does Kirkpatrick's $[18,36]$ point-location data structure. They both run in linear time since we have linear-time polygon triangulation algorithms $[7,18]$.

[^5]:    ${ }^{9}$ The runtime stated in Theorem 4 hides a term dominated by the preprocessing time. Since we do not run the preprocessing for each diagonal, that simplification does not apply to this expression.

